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Legrand | Ortronics

Booth # I

costs |

data ce Oy

'STOP BY THE LEGRAND | ORTRONICS BOOTH Tb LEARN HOW.

Legrand [ Ortronics can help you make a dramatic impact ofi your
data center, simply by changing the'way you look at your network.
- Legrand | Ortronics introduces Layer Zero - The Infrastructure
Layer™  as a new foundation for the 05! model to provide a new
{evel of stability to the network by addressing the critical role that

infrastructure plays in network performance.

Using the right physical support at Layer Zero,

including racks, cabinets, and cable management systems,
you can maximize network efficiency by:

M Reducing power consumption and cooling costs

W Reducing the risk of equipment failure

_ M Enhancing overall system performance.

("

_Layer Zero
- The Infrastructure Layer™
Revolutionize your network

from the ground up

N

Visit us'in Booth T to see a demo of

our Layer Zero solutions and talk to

our team of experts about how we

can address your data center needs.

ORTRO000718



Mighty Mo Cabinet without

Mighty Mo Dividers or Airflow Baffles

When side venting equipment is mounted in typical cabi-
nets without side panels or dividers even maintaining the
recommended distance between the equipment does not

T

il

xEcwiteh ! Each switch down the row is recewi‘ng
less cooling, even though the cold aisle air temperature is
set at'an appropriate 65° to 70°F,

Mighty Mo Cabinet

with Cabinet Dividers

Adding divider panelg does little to improve the cooling

Wi fothe ke ofithe cuipment As the hot air is
exhausted it recirculates back to the intake side of the
equipment. Again each switch is receiving less cool air
as you go down the row.

|

Mighty Mo Cabinet

with Mighty Mo Airflow Baffles
When using the Mighty Mo cabinet airflow baffles]
& £ & i Rl tl‘l:l.wﬁ&;.‘vfnl' o he
use of filler panels on the rear rails in addition to the full
height airflow baffles eliminates the recirculation of hot
air within the cabinets.

The first tivo examples show hot and cold air mixing at the
intake with exhaust temperatures reaching the 105°F mark.

ature set point to be raised, creating significant OPEX savings.

The Mighty Mo cabinet airflow baffle solution reduces the exhaust
temperature by 20°. This reduction allows the data center temper-

. ' ORTR000719
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Layer Zero - The Infrastructure Layer™

jat

your network >
from the ground up

For maximum network efficiency, start at the foundation.

Layer Zero provides a new foundation for the 0S| model to address
the critical role that infrastructure plays in network performance.
The right solutions at Layer Zero can reduce power consumption
and cooling costs, reduce the risk of equipment failure, and improve
overall system performance. Contact your Legrand representative to
learn more about the impact of Layer Zero on your data center.

I ‘ ®
Visit www.ortronics.com/layerzerowhitepaper to download our L|1 Iegrand

white paper, Maximizing the Efficiency of your Data Center.

designed to be better. Ortronics
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Layer Zero™
A New Perspective on the
OSl Model . -

[l legrand’

Ortronic:
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Demands On Networks Today Lllegrand’

Ortronics

= Virtualization 7

. = Convergence YOU

e s

= Consolidation

= Unified Computing Systems
* Cloud Computing

= High-bandwidth applications

= Private cloud service

» Streaming video

» Digital medical records

Why the need for Layer Zero?

The amount of data networks are expected to handle is growing at exponential
rates. Advances in technology are placing an even greater burden on
network hardware, operating systems, resources, software, servers,
bandwidth and cables.

Virtualization, convergence and consolidation are increasing loads,
densities and temperatures. Systems are being called on to support more
media rich, higher bandwidth applications such as Facebook, Hulu, Netflix
and ecommerce. Networks must have greater security, storage capacity and
more in depth processing to support the demands of applications such as POS
and medical imaging and to comply with government regulations.

These increased densities generate a correspondingly greater amount of
heat, driving up electrical costs by dramatically driving down the efficiency of
conventional air conditioning systems and threatening the overall life of your
" equipment.
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Survey of Data Center Managers’ .. o
Top Issues _ L1 Iegrand

Ortronics

s Power consumption
= Cooling efficiency
= Reliability

» Space use Data Center Power Drivers

= MACs ng7h°1/ing IT Equipment
Elsctricity “ 46%

» Convergence Transformer or UPS -
10%

= Security
» Business A"“Q%V;ment“_‘.....“
continuity v
planning

Coaoling ,i
25%

We have found that the top 6 issues facing data center managers today are as
following. They are ranked in order of importance.

Power Consumption — On average, the power bill is over 50% of a data
center operating budget. That OPEX budget includes the human costs.
Electr|c>|ty costs more than staffing.

Cooling Efficiency — 45 cents of every power dollar is for some aspect of the
cooling system, be it CRAC units, air handlers or the like.

MACs — Keeping track of MACs is even more critical in environments where
equipment is constantly being moved around. Colo’s have tenants moving
constantly. Centers that employ virtualization also need to know where
equipment is at all times.

Convergence — The melding of different technologies has always posed
issues and has emerged as the next step for future growth in data centers
today.

Security — Physical and logical security are critical to maintaining control at
any data center. Not only do managers need to know when a location has
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been accessed, but also what was accessed.

Business Continuity Planning — Having a true, exercisable disaster recovery
plan is a challenge for customers today given the tight budget constraints,
reduced staffing levels, and complexity of converging technologies. Data
center managers are struggling-to develop appropriate solutions to this issue.
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Power Consumption Issues

* Increased demands on cooling are
driving power consumption and utility
costs

* Energy costs represent 55% of the
monthly operating expenses of a
data center, with cooling accounting
for 33% of the energy costs

* Need for redundant power for
disaster recovery

= Deployment of new active equipment
and/or technology using the existing
power infrastructure

1legrand

&

Power in the data center is used for a whole host of things; lighting, CRAC

units, generators, auxiliary power, UPS', chillers, PDUs, and most importantly

IT equipment.

With requirements for storage continuing to grow, along with the densuty of the
equipment packed into each rack, it's now common for a typical rack to require

5 to 7 kilowatts (versus 1 to 3 in the past), with high-density blade server

implementatio,ns requiring upwards of 24 to 30 kilowatts per rack. Taking into’
account these increases with the rising price of electricity and legislation
requiring data centers to lower their energy consumption of pay for overages, it

is clear why this issue is becoming mcreasmgly critical.
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Measuring Power Usage Lllegrand’

Ortronics

UBE .
W

y . . au
*PUE (power usage efficiency or effectiveness) =~ |-ug. tegreongno
and DCIE (data center infrastructure efficiency)

PUE-w Yotal Facility Pawar / IT Equipment
Power

*PUE / DCIE are efficiency benchmarks
comparing your data center's infrastructure OHE = IT Equipment Povrer / Totat Faclity
to your existing IT load.

«Developed by The Green Grid PUE | DCIE Eﬁ‘c'ea;:cfy
3 33% Very Inefficlent

«DCeP (data center energy productivity)

2.5 40% - | Inefficlent

*Calculating DCeP allows users to right-size 2 s0% | Average
virtual and physical infrastructures to supporti| 15 | e | eicent
business needs. 12 | 83% | very Efficlent

*DCeP = Useful Work Produced / Total Data
Center Energy Consumed over time

Source; Grean Grid

The Green Grid (TGG) is a global consortium of data center industry leaders
and end users dedicated to developing and promoting energy efficiency for
data centers by:

Defining meaningful, user-centric models and metrics

Developing vendor neutral standards and measurement
methods

Best practices and technologies to improve performance
against the defined metrics

Promoting the adoption of energy efficient standards,
processes, measurements and technologies

Alliances with government and other organizations; ASHRAE, EPA, DOE,
Energy Star '

Website: http://www.thegreengrid.org/

_Power usage effectiveness (PUE), is the ratio of total amount of power used
by the data center facility to the power delivered to [T equipment. PUE was
* developed by a consortium called The Green Grid. PUE is the inverse of Data
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Center Infrastructure Efficiency (DCIE).

Data center infrastructure efficiency (DCIE), is a performance improvement
metric used to calculate the energy efficiency of a data center. DCIE is the
percentage value derived, by dividing information technoloqv equipment power
by total facmty power.

Bottom Line: The higher the DCIE and the lower the PUE — the MORE -
EFFICIENT YOUR DATA CENTER IS!
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Power Consumption Issues L1 legrand”

_ Ortronics

s AC vs. DC

= Most current data centers are designed for AC
(alternate current) power sources

= All telephone company central offices are designéd for
DC (direct current) power sources

» Due to cost and safety concerns, some data centers
are migrating to DC power

= Wiremold® distributed power
solutions

» Range of Power Commander® PDUs

Continuing with our discussion about power consumption issues:

AC vs. DC power .

Thomas Edison originally promoted DC for electrical power distribution, considering it a safer, more reliable option
than AC.power. Edison faced off against Nikola Tesla and George Westinghouse in the ensuing *Current Wars.” AC
ultimately came out on top due to technological limitations of the time. AC had the advantage back then of being
stepped up to high voltages by using transformers, sent via thin, inexpensive wires, and eventually stepped down
again at distribution to the user site. Still, DC power has continued to be used in high voltage scenarios, as well as in
low voltage deployments in the telecommunications industry and light transportation industry.

AC vs. DC power for Data Centers

In a typical data center, the redundant power distribution system provides 480-volt AC power through an
uninterruptible power supply (UPS) and then to a transformer, which then steps it down to 208-volt AC at a power

. distribution unit (PDU) to feed racks of servers. Within the UPS system, the 480 volt AC is converted to DC and
charges batteries and then is converted back to 48 voit DC. Individual power supplies (typically redundant) within
each server convert the 120/208-voit single phase AC into a voltage appropriate for the unit's needs. These .
individual supplies are often inefficient, generating substantial heat that the room’s air conditioning system must
remove at great expense. This heat can also limit the number of servers that can be housed in a data center and can
jeopardize data center reliability if not handled properly.

In total, there can be up to six or more power conversion stages between facility power entry and the microprocessor
or other data processing circuits. The power losses due to the use of inefficient power conversion devices from both
outside and within equipment result in a large loss of useful electrical power, as well as directly increasing the energy
required to remove the heat produced. Thus, for every watt of power utilized to process data, about 0.9W is required,
to support power conversion, In addition, about 0.6 to 1 watt will be required to cool the power conversion equipment.
By skipping conversion steps, a DC-powered datacenter saves overall electricity use through eliminating extra power
conversions and reducing datacenter cooling needs, increases equipment densities, and helps reduce heat-related
failures.
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Power Consumption : ' L
and The Cascading Effect [1legrand

. Ortronics

1 Watt saved at the electronic component level
= results in cumulative savings of about .

VWi s

2.84 Watts in total consumption

— "%
Ve 5 Pegwor i~
I Distnlution

A 0 W e

ups
and 14 Whed Cooting
w109 Whera | Setenqetf
Source: DVL auh0TWhaRd e |

il 10 V;_‘;kn

QA Finervor Hetwon Powe

Key Points: _ ,

*Emerson Network Power recently created a roadmap to reducing energy usage
in the data center to save on energy costs as well as free up power and cooling
capacity and space.

*Energy Logic is based on the cascade effect, by which 1 Watt saved at the
server component level results in cumulative savings of about 2.84 Watts in total
consumption. . ‘ o
*If you reduce the power consumption of your servers, for example, you have
less to cool, and so on. :
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Power Consumption ( .
on the Rise in Data Centers L1 legrand

. Ortronics

«».Demand for higher density in the rack

» Average: 20 servers per rack by 2010
» Up 50% from 2002 A
* The Rack is drawing more power than ever
= Average kW per rack '
» 2000: 1kW
* 2006: 6 - 8kW
« 2010: 20kKW+

» Source: IDC - The Impact of Power and Cooling on Data
Center Infrastructure

By combining blade servers, virtualization technologies, and new power and
cooling equipment, data center managers are attempting to consolidate their
infrastructure and reduce their data center footprint to fewer equipment racks.
This increases the density per equipment rack.

Power in the data center is used for a whole host of things: lighting, CRAC
units, generators, auxiliary power, UPSs, chillers, PDUs, and most importantly
IT equipment. With requirements for storage continuing to grow, along with the
density of the equipment packed into each rack, it's now common for a typical
rack to require 5 to 7 kilowatts (versus 1 to 3 in the past), with high-density
blade server implementations requiring upwards of 24 to 30 kilowatts per rack.

Taking into account these increases with the rising price of electricity and
legislation requiring data centers to lower their energy consumption of pay for
overages, it is clear why this issue is becoming increasingly critical.

Virtualization & consolidation are driving up heat loads at the rack level.
Energy costs per year for just two racks of servers can exceed $105,000.
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Misalignment between ) o
Infrastructure and IT equipment L1legrand

Ortronics

= Misalignment exists between Information Transport
Systems (ITS) capacity design and the IT
equ:pment it supports

LA N Cost S.‘?r;‘;:s:;% Workstations,
Breakdown %

® Workstations

w Cabling

# LAN Attatchment
® Servers &Storage

Cahling, 5%

LAN
Atratchment,
7%

twork C nent ltem Life Expectancy:
Electronics 2 - § years
Software 4.- 5 years
Cabling 10 - 20 years

According to CISCO, over the past 10 years, servers and storage arrays have
typically been refreshed every 2 to 5 years. '

Large switches and routers have typically been refreshed every 5 to 7 years.

Data center facilities, however, are often designed with a 10 to 20 year
lifecycle.

This mismatch between facilities, |T planning and expectations is an ongoing
challenge and can be a good opportunity to mstall future looking infrastructure
and connectivity solutions.
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- Standards bodies

= Standards organizations provide valuable
_guidelines

« BICSI TDMM .

= TIAJEIA 568, 569, 942, and others
= |SO/NEC

= Design the physical plant to become a
foundation that will optimize network
performance B

Hospital Data Design A%
10 R

provide valuable guidelines L1legrand

®

A solid foundation is critical for optimizing network performance.

Network ITS demands were significantly less (even as recently as 5 years

ago) and design considerations included fewer applications.

Today's drive toward convergénce signiﬁcantly adds to the considerations.
required when specifying physical support solutions. Consulting governing
bodies such as BICSI, TIA, ISO and ASHRAE is a good best practice step.

10
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7 Elements : ' .
Threatening Your Network Lllegrand
" ortronics
» Effectiveness, Bandwidth, Speed and Quality at risk

» Airflow Management—cooling

s Energy Efﬂciency—poWer consumption

» Protection-—reliability expectations

= Scalability—growth without disruption

» Network Performance—the need for speed KEY

» Flexibility—the only constant is change J ‘{%Lfi? ENTS

» Density—ten gallons in a five gallon bucket EFFECTIVE

NETWORK
1

7 key elements to create an effective network

The following 7 elements have been identified by Legrand | Ortronics as critical
to the effectiveness of your network: Airflow Management, Density, Network
Performance, Flexibility, Energy Efficiency, Scalability and Protection. Without
the proper management and optimization of these elements networks lose
effectiveness, bandwidth, speed and quality.

These elements can be managed through the Layer Zero infrastructure
and can be used to maximize your network’s potential and performance.
They are covered in detail in the forthcoming slides.

11
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. Seven Layer OSI Model [1legrand’

011011100100011

7 Application
1 Pupose fot e ;. eIad, the transfer, chi
6 Presentatio
L . Sentax for da comvetaion. »

§ Session

Stads, stops, g governs f oidsr,

4 Transport
- fun o B, SRR 0y 2 SOMPILIR DISIE et | s
" Router 3 Network
e SRR ENAN0 GG NONGOKE oo

;Bridge 2 Data Link Switch

~“-_}._.me”“’;

i

Repeater 1 Physical Hub

1101/ 011011100100011 10%

o] e) (o] e)

The OS1 program grew out of a need for international networking standards and is designed to (consistently) facilitate

communication between hardware and software systems despite differences in underlying architectures.

The O8I 7 layers model has clear characteristics. Layers 7 through 4 deal with end to end communications between data source and
destinations. Layers 3 to 1 deal with communications between network devices.

On the other hand, the seven layers of the OSI model can be divided into two groups: upper layers slayers 7, 6 & 5) and lower layers
(layers 4, 3, 2; 1). ’The_up er layers of the OS| model deal with application issues and general‘I}( are Implemented only in software. The
highest layer, the a;r)]phca ion layer, is closest to the end user. The lower lamrs of the OSI mode! handle data transport issues. The
physical layer and the data link layer are implemented in hardware and software. The lowest layer, the physical layer, is closest fo the
‘physical network medium (the wires, for example) and is responsible for placing data on the medium. Easy to use tool with
comprehensive featuras at a fraction of the cost of others. .

The specific description for each layer is as follows:

Layer 7:Application Layer
Defines interface to user processes for communication and data transfer in network
Provides standardized services such as virtual terminal, file and job transfer and operations

Layer 6:Presentation Layer »

Masks the differences of data formats between dissimilar systems

Specifies architecture-independent data transfer format ]

Encodes and decodes data; Encrypts and decrypts data; Compresses and decompresses data

Layer 5:Session Layer

Manages user sessions and dialogues

Controls establishment and termination of logic links between users
Reports upper layer errors . :

Layer 4:Transport Layer :

Manages end-to-end message delivery in network

-Provides reliable and sequential packet delivery through error recovery and flow control mechanisms
Provides connectionless oriented packet delivery

Layer 3:Network Layer

Determines how data are transferred between network devices

Routes packets according to unique network device addresses

Provides flow and congestion control to prevent network resource depletion
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Layer 2:Data Link Layer

Defines procedures for operating the communication links
Frames packets

Detects and corrects packets transmit errors

Layer 1:Physical Layer

Defines physical means of sending data over network devices
Interfaces between network medium and devices '
Defines optical, electrical and mechanical characteristics

12
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OSI Model lacks a foundation (| Iegfand“’

Ortronics

APPLICATION LAYER
PRESENTATION LAYER
SESSION LAYER
TRANSPORT LAYER
NETWORK LAYER
DATA LINK LAYER
PHYSICAL LAYER

Layer | | :

A New Look at the OSI Model

The ISO/OSI Network Model is a seven layer reference model that provides a
standard for communication networks. The layers interact by providing
services to the layer above and receiving services from the layer below. The
foundation of the current OSI model is Layer One, the Physical Layer, and
refers to the basic hardware transmission technologles of a network, or
structured cabling.

Layer 1 does not make mention of the physmal support or infrastructure, that -
supports this cabling.

13
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Ortronics

. ,Layer'Zero"‘ - The Infrastructure Layer

INFRASTRUCTURE LAYER — 0

7]

A New Foundation for the OSI Model  Lllegrand’

Layer Zero

rZer0| the w foundation erfort eOSlm el pr sedb r
t e e i

IS'i roduce {O% en e'%wgi lb¥ reco glﬂr?? ?amgo 380%0?¥
suppor% S yan

er ana emp asmng prac CeSI YSlC§

{}Q’ ero ?nc?mrgaﬁses the ebm'e? Sphy?l"cal 3%%82{{6 tt%jt su orts our
wa %‘1 3 as we

ysolu ionts, unde ooran overhead systems an

ent but
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Layer Zero™ industry awareness i legrand’

Ortronics

“With the right planning, the defining elements of
capagcity, density, efficiency and scalability can be
aligned through the infrastructure.

Oneé basic best practice: adopt the rack
as the basic building block for data

center density.” :

— Energy Efficient Data Center
. Solutions and Best Practices,
- CIsCO

Changing 'the_ way you look at your network

‘Cisco has also identified the underlying infrastructure as critical to the success
of a network. Their white paper, Energy Efficient Data Center Solutions and
Best Practices, specifies that “With the right planning, the defining elements of
capacity, density, efficiency and scalability can be aligned through the
infrastructure. One basic best practice: adopt the rack as the basic building
block for data center density. ” '

15
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Layer Zero™ industry awareness

* “Once network data has been transferred to
the Physical Support Layer a solid
foundation should be in place to assure
optimum network performance. There are
standards in place to define product, its
performance, and how an information
transport system should be configured” *

*Cisco Syétems, Inc., “Cisco Energy Efficient
Data Center Solutions and Best Practices”
white paper 2007

&

L1legrand

Ortronics

16
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Layer Zero™ |

works for you Hlegrand

Ortronics

=Hot aisle/cold aisle =X e=dmeriodt <5

»Passive control
can improve
efficiency
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Ortronics

Layer Ze

ea pi 1stallation

= Switches in cabinets with no vsides
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Layer Zero™ works for you  Hllegrand
sSta ‘ 9 * Ortronics

»Switches in cabinets with sides
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Layer Zero™ works for you L1legrand’

Ortronics
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L1legrand’

Ortronics

‘Layer Zero™ works for you

Passive cooling allows higher
ambient temperature
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Layer Zero™ works for you

'Hllegrand’

Ortronics

“Data center managers can save 4
percent in energy costs for every
degree of upward change in the
ambient temperature.”

Mark Monroe, the Director of Sustainable
Computing at Sun Microsystems @?’/
&

microsyslums

15° F x 4% = 60% reduction

in power consumption for cooling
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ayer Zero™ works for you Hlegrand
Loss budgets shrinking
10GigEthernet: 2.6dB
40/100GigEthernet: 1.9dB

Ortronics

A single

bend Good

can take Layer Zero
down an protection
Ethernet

link
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Layer Zero™ works foryou  Ellegrand’

~ Ortronics

Cable management
protects expensive
switch ports
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Layer Zero™ wo

rk:sw

for you

n Iegfand"

Ortronics
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Layer Zero™ works for you L1legrand’

d . Ortronics
= High density installation * Basket tray makes
puts more production in installation and MACs fast
less space andeasy -
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Lllegrand’

Layer Zero™ works for you

Ortronics

A well designed Layer Zero

Improved pa‘+ssive cooling
Reduced pow?_r consumption
Improved+re|iabi|ity
Improved uEe of space
Speed of implementation

27
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LayerZero Power Systems, Inc. | Data Center Reliability Solutions Page 2 of 3

incident Tracking

Field Service Tracking

Order Tracking

Projects Management Support

Defining The
Standard In Safety,
Reliability, &
Innovation. e

Providing Power Distribution
Professionals With
Unparalleled Confidence

Discover the LayerZero Difference

Safe & Reliable Power Distribution Products

LayerZero Power Systems designs high-reliability power distribution and power quality monitoring products, including Static Transfer Switch
products, Power Distribution Units, and Remote Power Panels.

LayerZero is the foundation layer of data centers, and we are leading the industry with an array of features designed to offer safety to power
distribution professionals, such as InSight™ IR Portholes with infrared thermal scanning ability with dead-front doors closed, Selective-Trip
Coordination, the IP-20 rated finger-safe SafePanel™, and mechanical interiocks built into the breaker operations.

LayerZero Static Transfer Switches have patented Dynamic Phase Compensation technology that automatically compensates for differences in
phases between sources, eliminating downstream transformer inrush from out-of-phase transfers for maximum power reliability. LayerZero Power
Systems is the only provider of the benefits of Triple Modular Redundancy in power distribution systems, providing reliability 10X higher than
Single Modular Redundant systems.

LayerZero systems are well connected, offering source and load power quality data collection, forensic waveform captures to allow operators to
precisely identify where faults occur, and remote web-enabled monitoring utilizing open protocols.

Designed specifically for critical operations and trusted by the world's leading organizations, LayerZero Power Systems maximizes uptime and
availability by ensuring that the power distribution foundation layer is extremely reliable.

To learn more, contact LayerZero today 440-399-3000 or at info@layerzero.com
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eBOSS Fosters Open Communication

Designed to help facilitate communication, eBOSS (Web-Enabled Back-Office System Software) provides a means for customers to efficiently

communicate with LayerZero Power Systems.

The eBOSS Configurator provides power distribution professionals with the ability to design and manage custom LayerZero products quickly and
easily. Designed as a tool to help engineers and electrical contractors streamline the planning process, the Configurator provides an interface for

creating custom configured products and exporting CSI formatted product specifications.

The service ensures accuracy through a dynamic menu system that constrains availabie options based on compatibility, and provides detailed

documentation of each conﬁgufation step.
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